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Abstract

In the context of logic programming under the Answer Set semantics, we propose to introduce a Software Engineering perspective, by discussing the properties that a program should exhibit after an update, i.e., after the addition/deletion of facts and rules during the software development process. In this sense, the property of Strong Equivalence has recently become of interest for its practical implications, by characterizing which program optimizations preserve equivalence w.r.t. arbitrary updates. In order to characterize how the answer sets change after updates that significantly modify the program, we introduce and discuss the new notion of Coherence. In particular, coherence of updates ensures that (some or all) the answer sets of the original program become proper subsets of the answer sets of the updated program. We study coherence in detail for the recently-proposed class of kernel logic programs, which have a simplified and uniform syntax, without loss of generality since every logic program has a kernel counterpart. For kernel programs, we define useful sufficient conditions for coherence.

1 Introduction

This paper aims at studying problems related to the developing, restructuring and updating of logic programs in Answer Set Programming (ASP). A lot of good research has been done for dealing with modifications to a knowledge base represented by a propositional theory under Answer Set Programming (a very good recent review with many references is [Alferes and Pereira, 2002]). The two main approaches are Theory Revision, which deals with incorporating new knowledge about a static world, and Theory Update, which deals with changing worlds. Thus, in these approaches a program changes because the available knowledge about the world changes at “run-time”. Although indebted to all these approaches under many respects, we take the different perspective of software development, where a program changes because we are constructing it step by step, or because we are modifying or refining it, or trying to make it more concise and efficient.

To the best of our knowledge, the first attempt of considering Answer Set Semantics under such a perspective has been that of [Dix, 1995a; Dix, 1995b], that analyzes logical consequence under the stable model semantics from the point of view of the properties that a non–monotonic entailment relation should possess. It turns out that, in ASP, logical consequences of programs cannot in general be stored as lemmas. This is because the set of the answer sets of the resulting program may change. In fact, logical consequence under the Answer Set semantics does not enjoy an important property required of non–monotonic entailment relations: Cumulativity.

In [Costantini et al., 1996] this problem has been cope with by showing that it is possible to assert a conclusion A as a lemma, by asserting one or more sets of facts supporting the conclusion (called base sets). The effect on the meaning of the program is that of selecting the answer sets containing A. This has led to formulating a notion of Extended Cumulativity.

Another important aspect of logical consequence under the Answer Set semantics is the lack of the Relevance property: in order to establish whether atom A is true/false in one answer set, it does not suffice to consider the subprogram P(A) = rel·rul(P, A), consisting of all rules that could contribute to A’s derivability, namely the set of rules concerning all atoms on which A depends (positively/ negatively, directly/indirectly). This is for two reasons. First, in some cases P(A) has answer sets, while P has none. Second, A could be derivable in P(A), but not derivable in P, since its truth would make P inconsistent.

The lack of relevance makes it more difficult to understand what happens when a program is updated by adding/deleting facts and rules. Clearly, it is of practical interest to understand under which conditions the updated program is still consistent, and which are the resulting answer sets. In this direction, in a recent set of articles [Lifschitz et al., 2001], Pearce [Pearce, 1997], Cabalar [Cabalar, 2001], Otero [Otero, 2001],
and others) some authors have introduced and studied the notion of Strong Equivalence of logic programs under Answer Set semantics. Two programs are equivalent if they have the same answer sets, while they are strongly equivalent if the programs resulting from adding the same set of fact and rules to each are still equivalent. In other words, we can see strong equivalence in terms of equivalence w.r.t. arbitrary updates. The rationale for studying strong equivalence is therefore to establish when can we simplify a subprogram, supposedly with the purpose of making it more concise, and thence easier to compute with, and maybe more readable, without altering the overall semantics of the program.

The topic that we discuss in this paper concerns the investigation of how the answer sets of a program change after an update that does not preserve equivalence, as it makes significant extensions/modifications to the given program. We introduce the new notion of coherence that relates the answer sets of the given program to the answer sets of the updated program. In particular, suppose one identifies certain conclusions as interesting. The core answer set of an answer set $S$ is defined as the intersection of $S$ with the interesting atoms.

We will call an update coherent if it ensures that the core answer sets are preserved, as proper subsets of the answer sets of the updated program. Coherence will be defined both in a weak and a strong form.

An important issue is that of identifying sufficient conditions for coherence. As a first step, in this paper we address this issue for the class of kernel logic programs [Brignoli et al., 1999] [Costantini and Proveni, 2002], that due to their simple and uniform syntactic form allow us to understand in many significant cases which are the effects of an update.

The paper is organized as follows: after some preliminary definitions (Section 2), in Section 3 we introduce and discuss the notion of coherence of updates. In Section 4 we define kernel programs, and in Section 5 we introduce for this class of programs significant sufficient conditions for coherence. Finally, in Section 6 we discuss future developments, and in particular we give hints on how to go beyond kernel programs.

2 Background definitions

In this paper we consider the syntax of $DATALOG^-$ for deductive databases, which is more restricted than traditional logic programming (the reader may refer to [Marek and Truszczynski, 1999] for a discussion). In the following, we will implicitly consider the ground version of $DATALOG^-$ programs. A rule $\rho$ is defined as usual, and can be seen as composed of a conclusion $head(\rho)$, and a set of conditions $body(\rho)$. The latter can be divided into positive conditions $pos(\rho)$ each one of the\textit{A}, and negative conditions $neg(\rho)$, each one of the form $not A$. In what follows, $\Pi$ will denote a generic logic program. For the sake of simplicity, we assume that no two rules in $\Pi$ with the same conclusion have the bodies in subset relation.

The answer sets semantics [Gelfond and Lifschitz, 1988] [Gelfond and Lifschitz, 1991] is a view of logic programs as sets of inference rules (more precisely, default inference rules). Alternatively, one can see a program as a set of constraints on the solution of a problem, where each answer set represents a solution compatible with the constraints expressed by the program. Consider for instance the simple program \{$q \leftarrow not \ p. \ p \leftarrow not \ q.$\}: the first rule is read as “assuming that $p$ is false, we can conclude that $q$ is true.” This program has two answer sets. In the first one, $q$ is true while $p$ is false; in the second one, $p$ is true while $q$ is false.

A subset $M$ of the Herbrand base $\mathcal{H}$ of a $DATALOG^-$ program $\Pi$ is an answer set of $\Pi$, if $M$ coincides with the least model of the reduct $\Pi^M$ of $\Pi$ with respect to $M$. This reduct is obtained by deleting from $\Pi$ all rules containing a condition $not \ a$, for some $a$ in $M$, and by deleting all negative conditions form the other rules. Answer sets are minimal supported models, and form an anti-chain. Whenever a program $\Pi$ has no answer sets, we will say that the program is inconsistent. Correspondingly, checking for consistency means checking for the existence of answer sets.

The Well-founded semantics [Van Gelder et al., 1990] defines a three-valued Well-Founded model $WFS(\Pi) = \langle T, F, \emptyset \rangle$ that always exists, giving the sets of atoms which are (resp.) true and false. All the other atoms have, implicitly, truth value “undefined”, and are crucial for finding the answer sets: in fact, every answer set extends set $T$, with no intersection with set $F$.

Definition 1 A program $\Pi$ is WFS-irreducible if and only if $WFS(\Pi) = \langle \emptyset, \emptyset \rangle$.

It is easy to see that in WFS-irreducible programs there are no facts, that would belong to set $T$. Given an arbitrary logic program, it is possible to obtain a WFS-irreducible reduct by getting rid of atoms that are true/false w.r.t. the $WFS$ [Costantini, 1992]. Several ASP solvers [ASP solvers] apply this kind of simplification, since the answer sets of the original program can be easily obtained from the answer sets of the reduct.

In the rest of the paper, an update is understood as a modification to the program performed by addition/deletion of facts/rules.

Definition 2 Let $\Pi$ be a logic program. A positive update (or just update) $\Pi_\text{pos}$ is a set of facts and/or rules to be added to $\Pi$. A negative update $\Pi_\text{neg}$ is a set of facts and/or rules to be deleted from $\Pi$.

According to the above definition, for modifying a rule one has first to perform a negative update for deleting the rule, and then a positive update for adding the modified rule. Notice that, since the answer set semantics is non-monotonic, even positive updates may drop some previous consequences of a program. Take for instance simple program $p \leftarrow not \ q$; update $q$ makes $p$ false.

If after an update there are two rules with the same conclusion and the bodies in subset relation, we assume that they are merged together, keeping the “shortest” one.


3 Toward a Theory of Updates: Coherence

In the early stages of program development, after modifying a program \( \Pi \) by performing update \( \Pi_{up} \), the answer sets of the resulting program \( \Pi' = \Pi \cup \Pi_{up} \) may well be very different in number and content from those of \( \Pi \). In subsequent stages, however, one may want to assume that the modification is conservative, i.e. that well-established, intended contents of some or all of the answer sets of \( \Pi \) are in some sense preserved. To illustrate the point, consider the development of the following simple program.

Example 1 Let \( \pi_1 \) be

\[
\begin{align*}
\text{at work} & \leftarrow \neg \text{at home} \\
\text{at home} & \leftarrow \neg \text{at work}
\end{align*}
\]

with answer sets \( \{\text{at work}\}, \{\text{at home}\} \). Suppose that we would like to obtain that one is happy at home, and bored at work. As a first attempt (made by a not-very-good programmer), update \( \pi_{up1} \) could be:

\[
\begin{align*}
\text{happy} & \leftarrow \neg \text{happy}, \neg \text{at home} \\
\text{bored} & \leftarrow \neg \text{bored}, \neg \text{at work}
\end{align*}
\]

The resulting program has the unique answer set \( \{\text{at home}\} \): one answer set is lost, the intended effect is not achieved. As a second attempt, trying to fix the problem, update \( \pi_{up2} \) could be:

\[
\begin{align*}
\text{happy} & \leftarrow \neg \text{happy}, \neg \text{at home} \\
\text{bored} & \leftarrow \neg \text{bored}, \neg \text{at work}
\end{align*}
\]

Unfortunately, the resulting program is inconsistent. Another update \( \pi_{up3} \) could be:

\[
\begin{align*}
\text{happy} & \leftarrow \neg \text{bored}, \neg \text{at work} \\
\text{bored} & \leftarrow \neg \text{happy}
\end{align*}
\]

This is a possible coherent update. As the example above shows that a formal theory of updates is really needed. The aim of this paper is to start laying the foundations of such theory and practice.

Although one cannot in general look into the intended meaning of programs, we believe that in many practical cases it is possible to identify, for some or all of the answer sets of \( \Pi \), an interesting subset corresponding to intended conclusions that we want to preserve. We will call these subsets core answer sets.

The property of coherence of update \( \Pi_{up} \) is defined as the preservation of core answer sets as proper subsets of the answer sets of the updated program. Since an answer set can coincide with its core, for the sake of simplicity, in the examples we will assume that this is the case. Also, in what follows let \( \mathcal{A}(\Pi) \) be the set of the answer sets of given program \( \Pi \).

Definition 3 Let \( \mathcal{A}(\Pi) = \{S_1, \ldots, S_r\} \).

\( S(\Pi) = \{M_1, \ldots, M_n\} \) is a set of core answer sets for \( \Pi \) if for each \( M_i \in S(\Pi) \) there exists \( S_j \in \mathcal{A}(\Pi) \) such that \( M_i \subseteq S_j \). We say that \( M_i \) is a core answer set of \( S_j \).

Below we introduce the novel notion of Coherence of updates. Firstly, we consider the effect of an update on a single answer set. In particular, Local Coherence requires that the core \( M \) of answer set \( S \) of program \( \Pi \) be preserved (though possibly extended) after update \( \Pi_{up} \).

Definition 4 (Local Coherence) Given program \( \Pi \) and core answer set \( M \in S(\Pi) \), an update \( \Pi_{up} \) of \( \Pi \) is locally coherent w.r.t. \( \Pi \) and \( M \) if there exists \( M' \in \mathcal{A}(\Pi \cup \Pi_{up}) \) such that \( M \subseteq M' \).

Example 2 (Local Coherence) Let \( \pi_2 \) be

\[
\begin{align*}
a & \leftarrow \neg b \\
b & \leftarrow \neg a
\end{align*}
\]

with (core) answer sets \( \{a\} \) and \( \{b\} \). Given update \( \pi_{up} \)

\[
\begin{align*}
e & \leftarrow \neg f \\
f & \leftarrow \neg e
\end{align*}
\]

the resulting program has answer sets \( \{a, e\}, \{a, f\}, \{b, e\}, \{b, f\} \), where each answer set of \( \pi_2 \) is a subset of some answer set of the updated program. Then, update \( \pi_{up} \) is locally coherent w.r.t. both answer sets of \( \pi_2 \).

Notice that local coherence of \( \Pi_{up} \) requires that \( \Pi \cup \Pi_{up} \) is consistent, which is not always the case, and may be very expensive (computationally) to check. Take for instance program \( \{p \leftarrow \neg p, p \leftarrow \neg a\} \) which is consistent, with unique answer set \( \{p\} \); update consisting simply in the addition of fact \( a \leftarrow \neg p \) produces an inconsistent program, while update \( \{a \leftarrow p \leftarrow \neg b\} \) produces a consistent program with unique answer set \( \{p, a\} \).

A more general notion of coherence concerns the whole set of the answer sets of the given program \( \Pi \), and requires that some or all the core answer sets \( \Pi \) be preserved (though possibly extended) after update \( \Pi_{up} \). Let us consider an intermediate formulation where we require that all the answer sets of the updated program extend some of the answer sets of the original program. That is, the updated program is allowed to have any number of answer set, even fewer than the original program. This definition is useful in those cases where some unwanted models have to be dropped (typically by adding constraints to the program).

Definition 5 (Weak Coherence) An update \( \Pi_{up} \) of program \( \Pi \) is weakly coherent w.r.t. \( \Pi \) if for each \( M' \in \mathcal{A}(\Pi \cup \Pi_{up}) \) there exists \( M \in S(\Pi) \) such that \( M \subseteq M' \).

Example 3 (Weak Coherence) Let \( \pi_3 \) be

\[
\begin{align*}
a & \leftarrow \neg b \\
b & \leftarrow \neg a
\end{align*}
\]

Let update \( \pi_{up} \) consist of the rule

\[
\begin{align*}
q & \leftarrow \neg q, \neg b
\end{align*}
\]
Update $\pi_{up}$ is weakly coherent w.r.t. $\pi_3$: while $\pi_3$ has (core) answer sets $\{a\}$ and $\{b\}$, $\pi_3 \cup \pi_{up}$ has the unique answer set $\{b\}$. This update in fact consists in a constraint that states that $b$ must be true (otherwise, the program is inconsistent) and thus rules out every answer set not including $b$. Constraints are widely used in Answer Set Programming and in fact all the answer set solvers allow to express them in the compact form $\neg b$.

We now define the stronger notion of Global coherence, that requires the answer sets of the updated program to extend all the core answer sets of the original program. This definition works in those cases where all the answer sets of the original program contain relevant consequences that have to be preserved.

Definition 6 (Global Coherence) An update $\Pi_{up}$ to program $\Pi$ is globally coherent w.r.t. $\Pi$ if for each $M \in S(\Pi)$ there exists $M' \in A(\Pi \cup \Pi_{up})$ such that $M \subseteq M'$.

Example 4 (Global Coherence) Let $\pi_4$ be

\[
\begin{align*}
 a &\leftarrow \neg b \\
 b &\leftarrow \neg a \\
 c &\leftarrow \neg f \\
 f &\leftarrow \neg e
\end{align*}
\]

with (core) answer sets $\{a\}$ and $\{b\}$. Given update $\pi_{up}$

\[
\begin{align*}
 e &\leftarrow \neg f \\
 f &\leftarrow \neg e
\end{align*}
\]

the resulting program has answer sets $\{a, e\}$, $\{a, f\}$, $\{b, e\}$, $\{b, f\}$, where each answer set of $\pi_4$ is a subset of some answer set of the updated program.

Global coherence as defined above allows $\Pi \cup \Pi_{up}$ to have more answer sets than $\Pi$. A rigid position where the number of the answer sets of $\Pi \cup \Pi_{up}$ is required to be the same as the number of the answer sets of $\Pi$ is formalized by the following notion.

Definition 7 (Strong Coherence) An update $\Pi_{up}$ of program $\Pi$ is strongly coherent w.r.t. $\Pi$ if it is globally coherent, and the cardinality of $A(\Pi)$ and $A(\Pi \cup \Pi_{up})$ is the same.

Checking coherence of updates is a challenging problem, related to the more general one of existence and number of answer sets. As a first step, in what follows we will show that by referring to a limited though in our opinion significant class of logic programs, relevant sufficient conditions for coherence can be defined.

4 Preliminary definitions: Kernel Programs

Kernel logic programs (or simply kernels) have a simple uniform structure, and are actually a normal form any logic program can be reduced to [Costantini, 1995] [Costantini and Provetti, 2002]. In this context however, we take kernels just as a relevant class of programs for which sufficient conditions for coherence can be specified in an elegant and concise way, although our future objective is to extend these conditions to more general classes of programs.

Kernel programs are WFS-irreducible, and the body of their rules is composed of negative literals only.

Example 5 To informally illustrate which are the elements a kernel program is composed of, we propose the following sample program.

1. $a \leftarrow \neg b$
2. $b \leftarrow \neg a$
3. $c \leftarrow \neg f$
4. $f \leftarrow \neg g, \neg a$
5. $g \leftarrow \neg e$
6. $p \leftarrow \neg p, \neg g$
7. $f \leftarrow \neg b$

Rules 1 and 2 form a normal even cycle, since atom $a$ depends (negatively) upon not $b$, and vice versa. In the rest of this paper we consider only negative dependencies, and thus only negative cycles, that for short we call just cycles. This cycle is even, since it involves an even number of atoms. Rules 3, 4, and 5 form an odd cycle, that involves the three atoms $c$, $f$ and $g$. Literal not $a$ which occurs in a rule of the cycle, where however atom $a$ is not involved in the cycle itself, is called an AND handle of the cycle. Rule 6 is a particular case of an odd cycle with an AND handle, namely not $g$, since it involves just one rule: it is called a self-loop. Rule 7 does not belong to any cycle, although its head $f$ is involved in the (odd) cycle consisting of rules 3, 4 and 5. This kind of rule is called an auxiliary rule of that cycle and the literal not $b$ which occurs in its body is called an AND handle of the cycle.

Handles constitute the connections between cycles. As we will see later, looking at these connections will allow us to understand (at least in some cases) what is the effect of an update. Formally:

Definition 8 A set of rules $C$ is called a cycle if it has the following form:

\[
\lambda_1 \leftarrow \neg \lambda_2, \Delta_1, \ldots, \Delta_n \leftarrow \neg \lambda_1
\]

where the $\lambda_i$'s are distinct atoms, $n \geq 1$. Each $\Delta_i$ is a (possibly empty) conjunction $\delta_{i1}, \ldots, \delta_{ih}$ of literals (either positive or negative) and for each $\delta_{ij}, \delta_{ij} \neq \lambda_1$ and $\delta_{ij} \neq \not\lambda_i$. The $\Delta_i$'s are called the AND handles of the cycle. We say that $\Delta_i$ is an AND handle for (or referring to) atom $\lambda_i$.

For $n = 1$ we have the self-loop $\lambda_1 \leftarrow \neg \lambda_1, \Delta_1$. We say that $C$ has size $n$ and it is even (respectively odd) if $n = 2k, k \geq 1$ (respectively, $n = 2k + 1, k \geq 0$). We call ComposingAtoms$(C)$ the set containing all the atoms involved in cycle $C$. We say that the rules listed above belong to the cycle, or form the cycle.

Definition 9 A rule is called an auxiliary rule of cycle $C$ (or, equivalently, to cycle $C$) if it is of this form:

\[
\lambda_i \leftarrow \Delta
\]

where $\lambda_i \in$ ComposingAtoms$(C)$, and $\Delta$ is a non-empty conjunction $\delta_{i1}, \ldots, \delta_{ih}$ of literals (either positive or negative) and for each $\delta_{ij}, \delta_{ij} \neq \lambda_i$ and $\delta_{ij} \neq \not\lambda_i$. $\Delta$ is called an OR handle of cycle $C$ (more specifically, an OR handle for, or referring to, $\lambda_i$). A cycle may possibly have several auxiliary rules, corresponding to different OR handles. It may
be the case that different auxiliary rules have the same body, although referring to different atoms among those involved in the cycle.

**Definition 10** A logic program \( \Pi \) is in kernel normal form (or, equivalently, \( \Pi \) is a kernel program, or for short just a kernel) if and only if:

1. \( \Pi \) is WFS-irreducible (and thus there are no facts);
2. every rule has its body composed of negative literals only;
3. every atom in \( \Pi \) occurs both in the head and in the body of some rule;
4. every rule either belongs to a cycle, or is auxiliary to a cycle.

5 Technical Results about Coherent Updates

An update \( \Pi_{up} \) is not required to be a kernel. Even if \( \Pi \) is a kernel, the result \( \Pi' = \Pi \cup \Pi_{up} \) of the update is in general not in kernel form. In the rest of this section however, for the sake of simplicity we assume that \( \Pi \) is a kernel.

We make the following further simplifying assumptions, that we mean to remove in the future developments of this research: we assume that an answer set coincides with its core, we consider positive updates only, and we suppose that \( \Pi' \) is consistent.

As it is well-known (see for instance [Costantini, 1995]), in an answer set \( M \) every true atom \( a \) is supported, in the sense that there exists a rule in the program with head \( a \), and body true w.r.t. \( M \). In kernel programs, since the body is composed of negative literals only, this is equivalent to say that all the atoms occurring in the body must be false w.r.t. \( M \). In the above definition, we build the set of all the atoms that potentially support (by being false) a given atom \( a \), by collecting them in the bodies of rules with head \( a \).

**Definition 11** Given (core) answer set \( M \) of \( \Pi \), and given atom \( a \in M \), let \{ \( a \leftarrow \text{Body}_1 \), . . . , \( a \leftarrow \text{Body}_n \) \} be the rules with head \( a \) and body which is true in \( M \). The set \( \text{Support}(a) \) is composed of all the atoms occurring in \( \text{Body}_1 \), . . . , \( \text{Body}_n \).

The set \( \text{Support}(a) \) is of interest for coherence, since a potential source of problems is that one atom belonging to \( \text{Support}(a) \), that is false w.r.t. \( M \), becomes true due to the rules of \( \Pi_{up} \), thus potentially leaving \( a \) unsupported. This would imply the risk that \( a \) cannot be true in the answer sets of \( \Pi' \), which means that \( \Pi_{up} \) is not locally coherent for \( M \).

For any given kernel program \( \Pi \), let:

(a) \( \text{heads}(\Pi) \) be the set of atoms occurring as the heads of the rules of \( \Pi \);
(b) \( \text{Ands}(\Pi) \) be the set of atoms occurring in the AND handles of the rules of \( \Pi \);
(c) \( \text{Ors}(\Pi) \) be the set of atoms occurring in the OR handles of the rules of \( \Pi \).

Since \( \Pi_{up} \) in general is not a kernel, we cannot properly define \( \text{Ands}(\Pi_{up}) \) and \( \text{Ors}(\Pi_{up}) \). However, given \( \Pi' = \Pi \cup \Pi_{up} \) and thus given \( \text{Ands}(\Pi') \) and \( \text{Ors}(\Pi') \), by abuse of notation we indicate with \( \text{Ands}(\Pi_{up}) \) and \( \text{Ors}(\Pi_{up}) \) their subsets, corresponding to the AND and OR handles of \( \Pi' \) occurring in its subprogram \( \Pi_{up} \).

The handles of \( \Pi_{up} \) are of interest for coherence, since, as illustrated in the example below, if an atom occurs in an handle of \( \Pi_{up} \), it may have to change its truth value in the answer sets of \( \Pi' \) (the reader may refer to [Costantini, 2003] for a discussion). Below we give a sufficient condition to ensure that \( \Pi_{up} \) is a locally coherent update w.r.t. (core) answer set \( M \) of \( \Pi \). This condition can then be used for checking either weak or global coherence.

**Proposition 1** Let \( \Pi \) be a kernel and \( \Pi_{up} \) an update such that \( \Pi \cup \Pi_{up} \) is still a kernel. \( \Pi_{up} \) is a locally coherent update for \( \Pi \) with respect to core answer set \( M \) of \( \Pi \), if the following conditions hold:

1. for every \( a \in M \), \( \text{Head}(\Pi_{up}) \cap \text{Support}(a) = \emptyset \);
2. \( M \cap \text{Ors}(\Pi_{up}) = \emptyset \);
3. for every \( a \in M \), \( \text{Ands}(\Pi_{up}) \cap \text{Support}(a) = \emptyset \).

**Proof 1** (sketch) If atom \( a \) belonging to answer set \( M \) is supported in \( M \) for instance by rule \( a \leftarrow \text{not } b \), \( b \), condition (i) forbids \( \Pi_{up} \) from containing new clauses for \( b \) and \( c \), otherwise they might become true in the answer sets of \( \Pi' = \Pi \cup \Pi_{up} \), thus leaving \( a \) without support.

Condition (ii) instead, ensures that a which is true in \( M \) is not forced to become false in the answer sets of \( \Pi' \) for keeping \( \Pi' \) consistent.

Finally, condition (iii) ensures that no atom that supports \( a \) in \( M \) (by being false) is forced to be assumed true for keeping \( \Pi' \) consistent.

The conditions are illustrated by the following example, where again we assume that the answer sets of given program coincide with their core.

**Example 6** Let \( \pi_5 \) be

\[
\begin{align*}
   &\ a \leftarrow \text{not } b \\
   &\ b \leftarrow \text{not } a \\
   &\ p \leftarrow \text{not } p, \text{not } b. \\
   &\ e \leftarrow \text{not } f \\
   &\ f \leftarrow \text{not } e
\end{align*}
\]

with (core) answer sets \{\( b, e \)\} and \{\( b, f \)\}. We consider below three different updates, each one not satisfying one of the conditions (i)-(iii) for answer set \{\( b, e \)\}, while satisfying all the conditions for answer set \{\( b, f \)\}. We will show that in fact each of the three updates is not locally coherent w.r.t. \{\( b, e \)\}, while it is locally coherent w.r.t. \{\( b, f \)\}.

The update \( \pi_{up1} \)

\[
\begin{align*}
   &\ f \leftarrow \text{not } a
\end{align*}
\]

does not satisfy condition (i) for answer set \{\( b, e \)\} of \( \pi_5 \), since \( \text{Support}(e) = \{f\} \) and there are clauses for \( f \) in this update. In fact, the updated program \( \pi_5' = \pi_5 \cup \pi_{up1} \) has unique
Let \( \pi \) denote a kernel of a program and \( \pi_{up1} \) denote the update of \( \pi \). If \( \pi_{up1} \) is not locally coherent w.r.t. \( \{ b, f \} \), then it remains the same. If \( \pi_{up2} \) is not locally coherent w.r.t. \( \{ b, e \} \), then it remains the same.

The update \( \pi_{up3} \)

\[
q \leftarrow \neg \text{not } q
\]

\[
q \leftarrow \neg \text{not } e.
\]

does not satisfy condition (ii) for answer set \( \{ b, e \} \) of \( \pi_5 \), because \( e \) occurs in \( \text{Ors}(\pi_{up2}) \). Here, assuming \( e \) true would mean to have an inconsistent self-loop on \( q \). Then, the updated program \( \pi_5^5 = \pi_5 \cup \pi_{up2} \) cannot have answer sets where \( e \) is true. In fact, \( \pi_{up2} \) is not locally coherent w.r.t. \( \{ b, e \} \), since \( \pi_5^5 \) does not have the unique answer set \( \{ b, f, q \} \).

The update \( \pi_{up3} \)

\[
q \leftarrow \neg \text{not } q, \neg f
\]

does not satisfy condition (iii) for answer set \( \{ b, e \} \) of \( \pi_5 \), because \( \text{Support}(e) = \{ f \} \) and \( f \) occurs in \( \text{Ands}(\pi_{up3}) \). Here, \( f \) must be true for avoiding an inconsistent self-loop on \( q \). Then, the updated program \( \pi_5^6 = \pi_5 \cup \pi_{up3} \) cannot have answer sets where \( f \) is false. On the other hand however, \( f \) should be false for supporting \( e \). In fact, \( \pi_{up3} \) is not locally consistent for \( \{ b, e \} \), since \( \pi_5^6 \) has the unique answer set \( \{ b, f, q \} \).

Finally, the update \( \pi_{up4} \)

\[
p \leftarrow \neg \text{not } a
\]

satisfies all the three conditions, and consequently is locally coherent, for both the answer sets of \( \pi_5 \). In fact, the updated program \( \pi_5^7 = \pi_5 \cup \pi_{up4} \) has answer sets \( \{ b, e, p \} \) and \( \{ b, f, p \} \). Notice that this update is strongly coherent, since the number of answer sets remains the same.

It is possible in perspective to define finer conditions, going deeper into the syntactic form of II and II_{up}. It is however important to notice that the conditions stated in the above proposition work in many practical cases, and are easy to check.

6 Concluding Remarks: beyond kernels

In this paper we have proposed the new notion of coherence, for relating the programs produced in subsequent steps of a software development process in Answer Set Programming. We have defined various notions of coherence, that establish what relation there should be between the answer sets of the original programs, and the answer sets of the programs resulting from update/ modification. We have introduced significant sufficient conditions for coherence on the class of kernel programs, that are a normal form of logic programs that allow one to distinguish the elements the program is composed of, namely cycles and handles, and thus reason more easily about what happens when the program is modified. A more difficult issue is that of investigating conditions for coherence in wider classes of programs. This would require a careful analysis, in order to identify for more general cases the elements a program is composed of, and how they are related.

Essentially, the elements are still the same: the answer sets of any program can be easily obtained from the answer sets of its kernel [Costantini and Provetti, 2002], and the kernel always exists and is unique, which means that the kernel contains all the relevant information. Nevertheless, one has to cope with the indirectness introduced by positive atoms in the bodies of rules, by “bridges” between cycles, and by atoms which occur in the heads but not in the bodies of rules. Such a deeper analysis of the inherent structure of arbitrary programs is a topic for future research.
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